About measuring the stress intensity factor of cracks in curved, brittle shells
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INTRODUCTION

Fracture of thin curved shells has severe consequences in the broad field of engineering. From pipelines and pressure vessels [1-5], to masonry vaults and concrete shells [6-8], the dominant membrane behavior makes curved shells an efficient structure in countless applications. Since the membrane behavior dominantly balances the external actions, the thickness of curved shells tends to be small, meaning that in case of fracture, the entire cross-section becomes cracked instantaneously [9-11]. This situation calls for experimental, analytical, and numerical investigations of crack propagation; however, most of the results of classical fracture mechanics tackle planar media. Specifically, in the realm of linear elasticity, the Stress Intensity Factor (SIF) is used to characterize the singular stress distribution...
around the crack tip. Keeping the assumption on linear elasticity, the SIF can be relatively easily obtained from displacement measurements on the specimen undergoing fracture. The displacement field in the vicinity of the crack tip can be reliably recorded by Digital Image Correlation (DIC) techniques [12-14], which, due to its simple setting, seems to be gradually eradicating traditional measurement techniques, such as the strain gage method [15] or the photomechanical methods [16-22], regardless of a quasi-static or a dynamic problem is studied. Here, we focus on cracks emerging under quasi-static action. Nonetheless, mechanical assumptions are needed to approximate the SIF from the recorded displacement data. The SIF associated with cracking modes I and II is traditionally derived by the plane stress assumption. Beyond techniques based on the J-integral [23-25], the application of the Williams expansion [26] is widely adopted. On the one hand, it is consistent with linear fracture mechanics; on the other hand, it operates directly on the displacement field recorded in the vicinity of the crack tip. The truncated Williams series fitted to the displacements delivers the SIF as the first-order coefficient in the expansion. The higher-order terms in the expansion might be associated with non-linearities [27-29], but in an experiment, they also reflect the noise of the testing procedure. Depending on the number of terms in the truncated Williams expansion and the number of data acquisition points, the method leads to an overdetermined system of linear equations, where the best-fit solution is sought. Beyond classical least-square techniques [30,31], there are approaches matched to the finite element method (DIC-FEM)[32] and the extended finite element method (HAX-FEM)[33]. In the case of curved surfaces, the curvature has a non-vanishing effect on the stress distribution, and this contribution is found to be so significant that methods assuming a planar medium fail to recover the SIF faithfully [34,35]. Approaches to developable surfaces exist [36], but a general solution for the problem is still missing.

This paper introduces a new method to obtain the SIF from experimental data of cracks in weakly curved, brittle shells with a non-vanishing Gaussian curvature. In the case of curved shells, the stress in the surfaces depends on the surface's curvature [37]. For shallow shells, this contribution can be easily accounted for; hence, the measured displacements can be readily transformed to an equivalent planar medium under plane stress. In the equivalent setting, the application of the Williams expansion is straightforward. As in most engineering applications, the investigated surfaces are weakly curved (i.e., their curvature is moderate), and the cracks are limited in length; we argue the new method is sufficient for most applications to predict the SIF from the measured data reliably.

Specifically, the SIF is obtained via the first-order coefficients of the best-fit Williams expansion. While verifying the method's reliability in experimental work, the tension problem of circumferential cracks in cylindrical shells has been repeated [38], and the obtained test results are compared to theoretical and numerical predictions. Similarly, results on spherical domes are compared against theoretical predictions in the literature. Finally, the convergence properties of the method are studied.

**Theoretical Considerations**

The SIF in Mode 1 and 2 cracking characterizes the stress singularity around the crack tip. This singularity is traditionally studied in a plane stress setting, i.e., for a thin, planar medium with Young modulus $E$, Poisson ratio $\nu$ and thickness $h$, the $T$ stress tensor and the $\varepsilon$ infinitesimal strain tensor read:

$$
T = \begin{bmatrix} T_{xx} & T_{xy} \\ T_{xy} & T_{yy} \end{bmatrix} = \frac{Eb}{1-\nu^2} \left[ \begin{array}{c} \varepsilon_{xx} + \nu \varepsilon_{yy} \\ (1-\nu) \varepsilon_{xy} \end{array} \right] + \varepsilon_{yy}
$$

(1)

$$
\varepsilon = \begin{bmatrix} \varepsilon_{xx} & \varepsilon_{xy} \\ \varepsilon_{xy} & \varepsilon_{yy} \end{bmatrix} = \frac{1}{2} \begin{bmatrix} \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} & \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \\ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} & \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \end{bmatrix}
$$

(2)

where $u(x,y)$ and $r(x,y)$ are the in-plane displacement components. Following the lead of [37] in the case of a shell with moderate curvature, the classical Föppl-von Kármán (FvK) plate equations can be readily extended. Let $W(x,y)$ denote the midsurface of the shell in the reference (unloaded) state, and let the vertical displacement component be $w(x,y)$. In specific, stress $T$ is formally identical to Eqn. (1), but the strain components of the curved shell read:
Note that the shear strain $\varepsilon_{xy}$ defined here is half of the engineering shear strain and $w \equiv 0$ recovers the classical plane stress setting. Similarly, $W \equiv 0$ leads to the FvK plate theory. Nonetheless, measurements can provide the values for $u,v,w$ and $W$.

In our work, we introduce two simplifying assumptions:

i. based on the moderate curvature of the surface, we postulate that the distribution of $w$ around the crack tip is close to linear; i.e., we approximate the non-linear function $w(x,y)$ with its first-order truncated Taylor series. That is

$$w \approx ax + by + c$$

is postulated and the triple $(a,b,c)$ is obtained from the measurements via a least-square fit.

ii. locally, the surface is approximated with a paraboloid.

These two assumptions yield, that we can introduce the displacements $(\bar{u}, \bar{v})$ of the equivalent planar problem, namely:

$$\bar{u} = u + aW(x,y) + \frac{1}{2}a^2x + \frac{1}{2}aby$$

$$\bar{v} = v + bW(x,y) + \frac{1}{2}b^2y + \frac{1}{2}abx$$

Substitution of Eqns. (7) and (8) into the expression in Eqn. (2) is identical to the spatial problem in Eqns. (3-5) if assumption (i) is followed. For the sake of completeness, we provide the $W_c$ and $W_s$ formulas for cylindrical and spherical specimens, respectively. In both cases, based on assumption ii. and $R$ denoting the radius of the main circle, we have:

$$W_c(x,y) = -\frac{1}{2R}x^2$$

$$W_s(x,y) = -\frac{1}{2R}x^2 - \frac{1}{2R}y^2$$

In summary, the equivalent plane stress problem, characterized by $(\bar{u}, \bar{v})$, provides an identical growth rate of the stress (compared to the curved situation) because the stresses in the shallow shell in the membrane state in the vicinity of the crack tip resembles to a 2D plane stress crack tip, with Eqns. (7) and (8) providing the transformation between the two cases, making the method to a reliable predictor of the SIF.

**METHODOLOGY**

D-DIC (digital image correlation) is widely applied in the full-field measurements of deformation and strains in scientific and industrial conditions [39-41], and it can measure the displacement of shell structures like cylindrical structures and spherical structures, as Fig. 1 shows, the components of one 3D-DIC experiment include the specimen, two CCD cameras, and a computer. For improved visibility, the relevant region of the specimen surface is painted with artificial speckles; during the loading process, two CCD cameras capture images simultaneously. After the experiment, the
displacement field with components stored in vectors \( \mathbf{U}, \mathbf{V}, \) and \( \mathbf{W} \) in a global frame at each time instant can be retrieved.

![Figure 1: Components of 3D-DIC and results of displacement field.](image)

To calculate the stress intensity factor of a curved shell, as Fig. 2 (a) shows, the tangent to the surface is located at the crack tip. Denote the unit normal vector of the surface at the crack tip to \( \mathbf{k} \), the unit vector in the tangent plane directed along the extended crack to \( \mathbf{i} \), and set \( \mathbf{j} = \mathbf{k} \times \mathbf{i} \), where ‘\( \times \)’ denotes the cross product. The displacement component vectors \( \mathbf{U}, \mathbf{V}, \mathbf{W} \) in the global basis \( (x, y, z) \) can be transformed to the local basis \( (i, j, k) \) via:

\[
\begin{bmatrix}
\mathbf{u} \\
\mathbf{v} \\
\mathbf{w}
\end{bmatrix} = \mathbf{A}_{(x,y,z)\rightarrow(i,j,k)}
\begin{bmatrix}
\mathbf{U} \\
\mathbf{V} \\
\mathbf{W}
\end{bmatrix}
\]

(11)

where matrix \( \mathbf{A}_{(x,y,z)\rightarrow(i,j,k)} \) is the transformation matrix from basis \( (x, y, z) \) to the basis \( (i, j, k) \), and \( \mathbf{u}, \mathbf{v}, \mathbf{w} \) are the displacement component vectors in basis \( (i, j, k) \). The displacement component \( \mathbf{w} \) is normal to the tangent plane spanned by \( \mathbf{i} \) and \( \mathbf{j} \), which means the 2D displacement components are vectors \( \mathbf{u}, \mathbf{v} \).

In the following step, the elements of \( \mathbf{w} \) is used to fit a plane and obtain the constants \( (a,b,c) \), as it is described in the previous section. In order to compute \( (\mathbf{u}, \mathbf{v}) \) in Eqns. (7) and (8), we need \( \mathbf{W} \). It is either measured in the unloaded state, or in the case of simple geometries, it is known a-priori, as it is given for a cylinder (with a horizontal crack) in Eqn. (9) or for the sphere in Eqn. (10). The values of the equivalent displacements \( (\bar{\mathbf{u}}, \bar{\mathbf{v}}) \) are stored in the vectors \( \bar{\mathbf{u}} \) and \( \bar{\mathbf{v}} \).

Then, with the equivalent 2D displacement component vectors \( \bar{\mathbf{u}} \) and \( \bar{\mathbf{v}} \), the computation of the stress intensity factor can be carried out via the Williams expansion [23]. As Fig. 2 (b) shows, the \( \mathbf{i} \)-axis of the local basis is aligned with the...
extending direction, i.e., the tangent vector of the crack’s curve. The polar coordinates with angle θ and radius r are introduced. On the data selection ring around the crack tip, the displacement components \( \vec{u} \) and \( \vec{v} \) are determined from the displacement component vectors \( \vec{u} \) and \( \vec{v} \) by interpolation. Note that the number of data points \( D_N \) and the ring radius \( R_S \) are free parameters in the method and affect the convergence rate (see later). Then, the in-plane displacement field around any crack can be expressed with the help of the following Williams expansion:

\[
\begin{align*}
\begin{pmatrix} \vec{u} \\ \vec{v} \end{pmatrix} &= \sum_{n=0}^{\infty} \frac{A_n r^{n/2}}{2G} \begin{pmatrix} \kappa - \frac{n}{2} - (-1)^n \sin \frac{n}{2} \theta + \frac{n}{2} \cos \left( \frac{n}{2} \theta - 2\right) \\ \kappa + \frac{n}{2} + (-1)^n \cos \frac{n}{2} \theta - \frac{n}{2} \cos \left( \frac{n}{2} \theta + 2\right) \end{pmatrix} \\
&\quad + \sum_{n=0}^{\infty} \frac{B_n r^{n/2}}{2G} \begin{pmatrix} \kappa - \frac{n}{2} - (-1)^n \sin \frac{n}{2} \theta + \frac{n}{2} \cos \left( \frac{n}{2} \theta - 2\right) \\ \kappa + \frac{n}{2} + (-1)^n \cos \frac{n}{2} \theta - \frac{n}{2} \cos \left( \frac{n}{2} \theta + 2\right) \end{pmatrix}
\end{align*}
\]

where \( G \) is the material’s shear modulus, \( \vec{u} \) and \( \vec{v} \) are the \( j \) and \( j \)-directed displacement components. \( \kappa = (3-\nu)/(1+\nu) \) for plane stress. \( A_n \) and \( B_n \) are the coefficients of the Williams expansion. In specific, four coefficients among \( A_n \) and \( B_n \) are essential for fracture mechanics [42]:

\[
\begin{align*}
A_0 &= \frac{\mu_0}{2G} \\
A_1 &= \frac{K_1}{\sqrt{2\pi}} \\
B_0 &= \frac{\nu_0}{2G} \\
B_1 &= -\frac{K_1}{\sqrt{2\pi}} \\
B_2 &= -\varphi_0 \frac{2G}{(\kappa + 1)}
\end{align*}
\]

Here \( \mu_0 \) and \( \nu_0 \) are the rigid body displacement, \( \varphi_0 \) is the rigid body rotation to the crack tip, and \( K_1 \) and \( K_2 \) are the stress intensity factors for mode I and mode II cracks, respectively. For details, we refer to [42-44]. In this paper, we study a problem where a mode I crack is dominant [38]; hence, we aim to approximate \( A_1 \), and consequently, \( K_1 \) can be computed by Eqn. (13).

The \( T_N \) number of terms in the truncated Williams expansion should be sufficiently large to calculate the SIF with high precision. Nonetheless, the \( D_N \) number of data points should be equal to or exceed \( (T_N + 1) \) [42,23]:

\[
D_N \geq T_N + 1
\]

Following Fig. 2 (c), the local coordinate basis (in particular, the location of the crack tip and the crack orientation) is detected and corrected by the user manually (since the notches are pre-cut, these parameters are easily determined). The data points are selected on data-selecting rings surrounding the crack tip with different radii \( R_{S1}, R_{S2}, \ldots \) etc. These radii should be sufficiently big to avoid the intensively nonlinear zone around the crack tip [45]. The size of the region varied from specimen to specimen and can be determined from the strain-field contour obtained by the DIC method. For any data point \( i \), the coordinates \( \theta_i \) and \( r_i \) are given by the location of the point, and its displacements \( u_i \) and \( v_i \) are obtained from the DIC data. The truncated Williams expansion up to the term \( T_N \) readily follows in a matrix form:
where the functions in the coefficient matrix are given by

\[ f_{A_n}(r, \theta) = \frac{r^{n/2}}{2G} \left[ \left( \kappa + \frac{n}{2} + (-1)^n \right) \cos \frac{n}{2} \theta - \frac{n}{2} \cos \left( \frac{n}{2} \theta \right) \right], \]

\[ f_{B_n}(r, \theta) = \frac{r^{n/2}}{2G} \left[ \left( -\kappa - \frac{n}{2} + (-1)^n \right) \sin \frac{n}{2} \theta + \frac{n}{2} \sin \left( \frac{n}{2} \theta \right) \right], \]

\[ g_{A_n}(r, \theta) = \frac{r^{n/2}}{2G} \left[ \left( \kappa - \frac{n}{2} - (-1)^n \right) \sin \frac{n}{2} \theta + \frac{n}{2} \sin \left( \frac{n}{2} \theta \right) \right], \]

\[ g_{B_n}(r, \theta) = \frac{r^{n/2}}{2G} \left[ \left( -\kappa - \frac{n}{2} + (-1)^n \right) \cos \frac{n}{2} \theta + \frac{n}{2} \cos \left( \frac{n}{2} \theta \right) \right]. \]

Eqn. (16) can be written as:

\[ \mathbf{U}_{2D_n+1} = \mathbf{C}_{2D_n+2} \mathbf{A}_{2T_n+2} + \mathbf{A}_{T_n} \]

(17)

where vector \( \mathbf{A} \) contains the unknown coefficients of the Williams expansion. If \( 2D_n > 2T_n + 2 \), then matrix \( \mathbf{C} \) is rectangular, and the system is overdetermined. Utilizing the generalized inverse of \( \mathbf{C} \), vector \( \mathbf{A} \) can be obtained via

\[ \mathbf{A} = (\mathbf{C}^T \mathbf{C})^{-1} \mathbf{C}^T \mathbf{U} \]

(18)

In fact, Eqn. (18) yields the solution of Eqn. (17) with the minimal least-squares error.

**CYLINDRICAL SHELLS**

Cylindrical shell structures are used in this chapter to execute and validate the method for the detection of SIF on curved surface shells. For the experiments, the tensile test of polymethyl methacrylate (PMMA) cylindrical shell specimens (shown in Fig. 3(a)) was carried out; the mechanical properties and dimensions are shown in Tab. 1. Through cracks of specimens were cut by 0.25 mm diameter diamond wire saws, and the length of the crack is denoted by its central angle \( 2\alpha \) (\( \alpha = 30^\circ, 60^\circ, 90^\circ, 120^\circ, 150^\circ, \) and \( 180^\circ \), respectively). Fig. 3 (b) shows that the specimen is under displacement-controlled tension; the loading rate is kept at 0.25 mm/min using a Zwick/Roell Z-150 testing machine to prevent the interference of dynamic actions (i.e., a quasi-static load). Fig. 3 (c) shows the clamped support of the cylinder specimens. The upper and lower parts of the specimen are fixed by specially designed fixtures, which are fastened with two sets of hose clamps. Sand the ends of the specimen with sandpaper for firmer clamps. The length of the clamps are 15mm. The 3D deformation data on the surface of specimens are obtained by a 3D-DIC system produced by Correlated Solutions, Inc., the capture frequency of photos was 1 Hz. To reduce the environmental effect, the DIC-3D system calculated the average of 5 sets of photos at a time. The vertical distance between two cameras and the specimen is 0.6 m, and the angle...
between the two cameras is 6.68°. The subset size was 11 × 11 pixels, the diameters of the speckles varied between 0.01~0.05mm. The test stopped when the specimen broke. Each test was repeated three times.

<table>
<thead>
<tr>
<th>Modulus of elasticity $E$ [MPa]</th>
<th>Poisson’s ratio $\nu$</th>
<th>Length $L$ [mm]</th>
<th>Thickness $b$ [mm]</th>
<th>Radius $R$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3300</td>
<td>0.37</td>
<td>120.0</td>
<td>2.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table 1: The material parameters and geometric properties of the cylinder model

Meanwhile, the numerical displacement field was simulated by Abaqus 2017 with a linear elastic constitutive equation. The dimensions and mechanical properties of the numerical models were identical to the experimental specimens; the setting of boundary conditions is shown in Fig. 4 (a), and all DoFs at the bottom of the cylinder are fixed. At the top, all DoFs, except the axial direction, are also fixed. The loading force varies from 0 N to 3000 N along the axial direction during 300 s. The finite element mesh type in Fig. 4 (d) is hexahedral (C3D8R), and the characteristic length of the mesh reads 1 mm.

Fig. 5 (a) shows the curves of both $K_I$ and $K_{II}$ for increasing tensile stress from experimental specimens EA30, EA30-1,
and EA30-2 and the numerical specimen NA30. Nonetheless, the curve of the numerical model is a straight line for both $K_I$ and $K_{II}$ but they exhibit fluctuations in the experiments. This happens because the deformation data from the numerical simulation is smooth. On the contrary, the experimental deformation data are affected by noise. Still, the SIF curves of experimental specimens agree with the trend of the numerical results. Due to the uniaxial tension, we expect a mode I crack. Our results agree with this expectation: the mode I stress intensity factor $K_I$ shows an upward trend, while the mode II stress intensity factor $K_{II}$ remains around zero.

The experimental, numerical, and theoretical predictions were compared via the dimensionless SIF $F$, defined as follows:

$$F = \frac{K_I}{\sigma \sqrt{\pi a}}$$

Tab. 2 shows the results of all experimental specimens and numerical models, and Fig. 5 (b) depicts the dimensionless SIF comparison of theoretical, experimental, and numerical simulation results for the cylindrical shell. The average result of the repeated experiments (with the same crack center angle) is also added to Fig. 5 (b) to highlight the overall trend of all experimental and numerical outcomes. When the crack central angle is between $30^\circ$ and $120^\circ$, the mean results of the experimental and numerical results are close to the theoretical curve. At $2\alpha = 150^\circ$ and $2\alpha = 180^\circ$, all testing results are smaller than the theoretical value, which can be reflected by results from numerical simulation.

<table>
<thead>
<tr>
<th>Crack center angle $2\alpha$ (°)</th>
<th>30°</th>
<th>60°</th>
<th>90°</th>
<th>120°</th>
<th>150°</th>
<th>180°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>1.15</td>
<td>1.18</td>
<td>1.34</td>
<td>2.23</td>
<td>2.02</td>
<td>2.48</td>
</tr>
<tr>
<td>Foran, R. G.</td>
<td>1.08</td>
<td>1.03</td>
<td>1.70</td>
<td>1.57</td>
<td>2.44</td>
<td>2.59</td>
</tr>
<tr>
<td>Numerical</td>
<td>0.83</td>
<td>1.75</td>
<td>1.20</td>
<td>1.41</td>
<td>2.03</td>
<td>2.46</td>
</tr>
</tbody>
</table>

Table 2: Dimensionless SIF results of cylindrical experimental specimens, numerical models, and Foran, R. G.’s research [38].
SPHERICAL SHELLS

Spherical shell structures are used in this chapter to verify the suitability of the displacement method for non-developable surfaces. Erdogan, F. [46] researched the SIF for the crack on a sphere loaded by a uniform membrane load. To compare the results of Erdogan's research, numerical simulations are conducted by ABAQUS 2017 with a linear elastic constitutive equation. The numerical simulation model dimensions and mechanical properties are shown in Tab. 3, which refers to the properties of spherical shell experimental specimens and the research of Erdogan, F., and the max crack length of Erdogan, F.'s research is 78.97°, the crack length 2α of models is set as 16°, 32°, 48°, 64°, 80°. The setting of boundary conditions is shown in Fig. 6(a); at the bottom of the spherical model, the DoF of the vertical direction is fixed, and the total membrane force perpendicular to the crack varies from 0 N to 300 N during 300 s. The finite element mesh type in Fig. 6 (b) is hexahedral (C3D8R), and the characteristic length of the mesh reads 1.25 mm.

<table>
<thead>
<tr>
<th>Modulus of elasticity</th>
<th>Poisson’s ratio</th>
<th>Thickness</th>
<th>Radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>E [MPa]</td>
<td>ν</td>
<td>h [mm]</td>
<td>R [mm]</td>
</tr>
<tr>
<td>3300</td>
<td>0.33</td>
<td>5.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 3: The material parameters and geometric properties of the spherical model.

![Figure 6: spherical shell numerical simulation (a) FEM spherical model for numerical validation. (b) The FEM mesh model used in the numerical simulation.](image)

<table>
<thead>
<tr>
<th>Crack center angle 2α</th>
<th>16°</th>
<th>32°</th>
<th>48°</th>
<th>64°</th>
<th>80°</th>
</tr>
</thead>
<tbody>
<tr>
<td>numerical</td>
<td>1.90</td>
<td>1.90</td>
<td>2.65</td>
<td>3.64</td>
<td>4.63</td>
</tr>
<tr>
<td>Erdogan, F.</td>
<td>1.26</td>
<td>1.80</td>
<td>2.45</td>
<td>3.19</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Table 4: Dimensionless SIF results of numerical spherical models, and the Erdogan, F.'s research

![Figure 7: Dimensionless SIF comparison of theory and numerical simulation results for a spherical shell.](image)

The results of dimensionless SIF detected by the new method are summarized in Tab. 4 and Fig. 7; the dimensionless SIF $F$ of Erdogan, F. in the table is calculated by linear interpolation. According to Fig. 7 the method can be used for non-
developable surfaces; the result of dimensionless SIFs meets the result of Erdogan, F.’s well between 30° to 60°, and the values are all larger than Erdogan, F. for other crack lengths.

**CONVERGENCE FEATURES**

Based on the Methodology section, the $F$ dimensionless SIF is affected by $T_N$ number of terms in the truncated Williams expansion, the $D_N$ number of data points, and the $R_s$ data selection radius. To investigate the influence of those factors on the convergence of $F$ clearly, the experimental data of cylindrical shell structure specimens/models are used below. The $E_N$ exceed number of $D_N$ to $T_N$ is defined as:

$$E_N = D_N - T_N - 1 \quad (20)$$

Meanwhile, to separate each specimen clearly, all labels of specimens shown in Tab. 5.

<table>
<thead>
<tr>
<th>Crack center angle $2\alpha$</th>
<th>30°</th>
<th>60°</th>
<th>90°</th>
<th>120°</th>
<th>150°</th>
<th>180°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental specimen</td>
<td>EA30_1</td>
<td>EA60_1</td>
<td>EA90_1</td>
<td>EA120_1</td>
<td>EA150_1</td>
<td>EA180_1</td>
</tr>
<tr>
<td></td>
<td>EA30_2</td>
<td>EA60_2</td>
<td>EA90_2</td>
<td>EA120_2</td>
<td>EA150_2</td>
<td>EA180_2</td>
</tr>
<tr>
<td></td>
<td>EA30_3</td>
<td>EA60_3</td>
<td>EA90_3</td>
<td>EA120_3</td>
<td>EA150_3</td>
<td>EA180_3</td>
</tr>
<tr>
<td>Numerical model</td>
<td>NA30</td>
<td>NA60</td>
<td>NA90</td>
<td>NA120</td>
<td>NA150</td>
<td>NA180</td>
</tr>
</tbody>
</table>

Table 5: Label of cylindrical shell structure specimens/models.

Figure 8: dimensionless SIF $F$ surfaces with different $R_s$, $T_N$, and $E_N$ for specimens/model with crack center angle $2\alpha=30°$. (a) dimensionless SIF $F$ surfaces of NA30 (b) dimensionless SIF $F$ surfaces of EA30_1. (b) dimensionless SIF $F$ surfaces of EA30_2. (d) dimensionless SIF $F$ surfaces of EA30_3.
Fig. 8 shows the $F$ dimensionless SIF surfaces with different $R_s$, $T_N$, and $E_N$ for specimens/model at a crack center angle of $30^\circ$, (a) is the $F$ surface of NA30, and (b)-(d) is the $F$ surface for samples EA30-1, EA30-2, and EA30-3, respectively. It is evident that with increasing $T_N$ and $E_N$, the $F$ result is convergent to a steady value. It is also clear that $D_N$ should not only satisfy Eqn. (14), when $E_N =1$. From Fig. 8, the result of $F$ fluctuates wildly with the changes of $T_N$, and when $E_N$ becomes somewhat bigger, then fluctuations disappear. Meanwhile, from Fig. 8 (d), for EA30-3, when $T_N$ is less than 6, the steady value of $F$ differs and increases; this phenomenon can also be observed in other panels of Fig. 8, and when $T_N$ is large enough, then the steady value of $F$ is close for all specimens/model.

The results of $F$ with different data selecting ring radius $R_s$ exhibit more evident discrepancies than the cases of varying $E_N$ or $T_N$. A change in $R_s$ can shift the final steady $F$ significantly, especially for NA30 (Fig. 8 (a)) and EA30-3(Fig. 8 (d)), and the difference for $F$ with different $R_s$ of EA30-1 is the smallest.

Figure 9: $F$-$T_N$ curves for all experimental specimens and numerical models. (a) $2\alpha=30^\circ$. (b) $2\alpha=60^\circ$. (c) $2\alpha=90^\circ$. (d) $2\alpha=120^\circ$. (e) $2\alpha=150^\circ$. (f) $2\alpha=180^\circ$.

Since the singular stress term dominates the crack-tip stress field, the higher-order terms are usually neglected in previous studies of brittle materials [47-50]. However, sometimes, the higher-order terms in the Williams expansion cannot be thoughtlessly ignored [51]. Fig. 9 shows $F$-$T_N$ curves for all experimental specimens and numerical models; the yellow dash in the figures is the theoretical value. When $T_N$ is less than 6, $F$ for all specimens/models varies, and when $T_N$ is larger than 6, $F$ converges gradually. Meanwhile, the steady value of $F$ for specimens/models whose crack center angle is in the range...
of $30^\circ$-$90^\circ$ has good agreement with the corresponding theoretical value. For specimens/models whose crack center angle is $120^\circ$ and $150^\circ$, the results from the numerical model and one of the experimental specimens agree well with the corresponding theoretical value. For specimens/models with a $180^\circ$ center angle crack, both the numerical model’s steady result and all experimental results differ from the theoretical value.

The $F$-$E_N$ curves for all experimental samples and numerical models are given in Fig. 10. Unlike the influence of $T_N$ on the convergence, as shown in Fig. 8 above, when $E_N$ is somewhat bigger than 1, the results of $F$ can exhibit a convincing convergence. Still, the discrepancies at high center angle cracks prevail.

![Figure 10: $F$-$E_N$ curves for all experimental specimens and numerical models.](image)

We found that the differences between the experimental and the numerical data and the influence of crack length on the $F$ dimensionless SIF with comparable data selecting ring radius $R_s$ for specimens/model is apparent; we investigated the case when data selecting ring radius $R_s$ depends on the crack length $a$.

Fig. 11 shows that for all numerical models whose crack center angle is between $30^\circ$ and $120^\circ$, the $F$ results converge to the theoretical value’s neighborhood. For numerical models whose crack center angle is $150^\circ$ and $180^\circ$, the best value of $R_s/a$ is between 0.4 and 0.5. Moreover, for all experimental specimens in the crack center angle range of $30^\circ$ to $150^\circ$, with increasing $R_s/a$, the value of $F$ converges gradually, and the appropriate value of $R_s/a$ exceeds 0.3. Experimental specimens with a $180^\circ$ crack center angle still do not converge, corresponding to the limitations of 3D DIC recording of the 3D
deformation fields.

Figure 11: $F-(R_s/a)$ curves for all experimental specimens and numerical models. (a) $2\alpha=30^\circ$. (b) $2\alpha=60^\circ$. (c) $2\alpha=90^\circ$. (d) $2\alpha=120^\circ$. (e) $2\alpha=150^\circ$. (f) $2\alpha=180^\circ$.

**DISCUSSION**

Since the deformation field calculated by the DIC method is on the surface of the specimen, and the fracture energy is stored at the entire fracture surface, the calculation results of this method will have larger errors for thicker specimens. In fact, for thick-walled cylindrical shells, the stress states are different in the middle and on the sides: the middle is in the plane strain condition, and the two sides are close to the plane stress condition. Therefore, during the loading process, the shape of the plastic zone at the crack tip changes with the thickness. Based on the Mises yield criterion [52], the radius of the plastic zone should read

$$r_p = \frac{1}{2\pi} \left( \frac{K}{\sigma} \right)^2 \left[ \frac{1}{2} (1 + \cos \theta) + \frac{3}{4} \sin^2 \theta \right], \quad \text{(plane stress)}$$

(21)
Eqns. (21) and (22) show that the area of the plastic zone in the plane strain condition (triaxial stress state) is significantly smaller than in the plane stress condition. It follows, that the method should be applied for sufficiently thin shells, as solely the displacements of the outer surface is recorded.

CONCLUSIONS

This paper proposes a method to calculate the SIF from experimental data for developable and non-developable surfaces with small or moderate curvature. The new method, is based on the truncated Williams expansion of the equivalent displacement field, obtained by assuming a shallow shell and taking its curvature into account. To verify the method, the tension problem of circumferential cracks in cylindrical shells is studied. The experimental results are compared against theoretical and numerical predictions on the same problem. Then, the method is applied to the calculation of crack tip SIF on a hemispherical dome and compared with the theoretical solution. The following conclusions can be drawn:

(1) The repeated experimental and numerical simulation results are close.
(2) The method can be used for non-developable surfaces with a moderate Gaussian curvature. For a hemispherical shell, the result of dimensionless SIFs meets the results by Erdogan, F.’s for crack angles well between 30º to 60º.
(3) The \( T_N \) number of terms in the Williams expansion affects the method’s accuracy. Convergence in the SIF requires \( T_N \) to exceed 6.
(4) For different geometries, the data selection radius \( R_s \) should correspond to the length of cracks. When the ratio \( R_s/a \) exceeds 0.3, then convergence in the SIF is robust.
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NOMENCLATURE

\( E \) : Young’s modulus (MPa);
\( \alpha \) : Half-crack center angle (º);
\( R \) : Cylinder radius (mm);
\( G \) : Shear modulus (MPa);
\( \kappa \) : Kolosov constant;
\( \nu \) : Poisson’s ratio;
\((x, y, z)\) : Global basis;
\((i, j, k)\) : Local basis defined by crack;
\( U \) : \( x \) direction displacement vector (mm);
\( V \) : \( y \) direction displacement vector (mm);
\( W \) : \( z \) direction displacement vector (mm);
\( u \) : \( i \) direction displacement vector (mm);
\( v \) : \( j \) direction displacement vector (mm);
\( w \) : \( k \) direction displacement vector (mm);
\( \bar{u} \) : \( i \)-direction displacement in the equivalent system (mm);
\( \bar{v} \) : \( j \)-direction displacement in the equivalent system (mm);
\( A_n \) : Coefficients of the expansion;
\( B_n \) : Coefficients of the expansion;
\( a \) : Half crack length, \( a = \alpha R \pi / 180º \) (mm);
\( L \) : Cylinder length (mm);
\( b \) : Cylinder thickness (mm);
\( K_I \) : Stress intensity factor of mode I crack (MPa‧mm\(^{0.5}\));
\( K_{II} \) : Stress intensity factor of mode II crack (MPa‧mm\(^{0.5}\));
\( F \) : Dimensionless stress intensity factor;
\( D_N \) : Number of data points;
\( T_N \) : Last term in the Williams expansion;
\( E_N \) : Excess of the number of data points over the number of terms in Williams expansion;
\( R_S \) : Data selecting ring radius (mm);
\( \varphi_c \) : Rigid body rotation to the crack tip